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A B S T R A C T

Quality control is key in the advanced manufacturing of complex parts. Modern precision manufacturing must
identify and exclude parts with visual imperfections (e.g., scratches, discolorations, dents, tool marks, etc.)
to ensure compliant operation. This inspection process – often manual – is not only time-consuming but also
burdensome, subjective, and requires months to years of training, particularly for high-volume production
operations. A reliable robotic visual inspection solution, however, has been hindered by the small defect size,
intricate part characteristics, and demand for high inspection accuracy. This paper proposes a novel automated
inspection path planning framework that addresses these core hurdles through four innovations: camera-
parameter-based mesh segmentation, ray-tracing viewpoint placement, robot-agnostic viewpoint planning, and
Bayesian optimization for faster segmentation. The effectiveness of the proposed workflow is tested with
simulation and experimentation on a robotic inspection of heterogeneous complex geometries.
1. Introduction

In the aerospace industry, meticulous visual inspection is crucial
in ensuring flight safety. Even minor flaws such as scratches and
dents in critical components like stator vanes can have catastrophic
consequences, including airflow imbalances, premature fatigue failure,
and potential loss of life [1,2].

As the demand for quality-assured aerospace components skyrock-
ets, inspection becomes a bottleneck hindering industrial throughput.
Manual inspection processes are not only costly and time-consuming,
but also laborious, subjective, and reliant on extensive training [3]. In
fact, human inspectors exhibit an accuracy rate of only around 75% in
inspecting precision parts [4].

Several sub-millimeter defect classification methods [5–9] and rob
otic image-capturing systems exist, but high-level automation remains
largely absent in the aerospace industry due to its high-mix, low-
volume (HMLV) manufacturing nature [10]. This necessitates expert
reprogramming of inspection systems, which involves manually identi-
fying the locations where the camera needs to be placed using camera-
based segmentation of the part and followed by teaching the robot
to visit those locations. This process is neither error-proof nor easily
reproducible with a new robot or a part.
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Therefore to reach rapid manufacturing and quality assurance in
aerospace, an agile robotic inspection framework adaptable to di-
verse part specifications encompassing shape complexity, material vari-
ations, and defect detection criteria, is critical. Key features of such a
framework include:

• complete surface coverage for diverse geometries,
• occlusion-free image capture,
• optimal number of imaging locations (viewpoints),
• in-focus image acquisition,
• generalizability to different robots, and
• efficient scalability to large parts.

In [11], the authors have developed an adaptive lighting method
to generate optimal and even illuminance on complex shapes. We
have also built software-hardware integrated robotic solutions for high-
impact aerospace parts [12]. Building on these experiences of working
with complex geometries, this paper proposes a novel framework
that addresses the core features of agile robotic visual inspection
through four innovations: camera-parameter-based mesh segmentation,
ray-tracing viewpoint placement, robot-agnostic viewpoint planning,
and Bayesian Optimization (BO) for efficient segmentation (Fig. 1).
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Fig. 1. The proposed workflow for precision visual surface inspection of complex parts. Left: input parameters of the task, including high-mix low-volume complex object geometries,
defect characteristics, and camera specifications; middle: viewpoint generation detailing the factors influencing the generation of robot poses for imaging; right: resulting intelligent
robotic imaging system comprising a robotic arm equipped with cameras and LED lights for adaptive lighting.
Considering input parameters including part geometries, defect charac-
teristics, and camera specifications, we develop a viewpoint generation
detailing the factors influencing the generation of robot poses for
imaging. Then, the proposed intelligent robotic imaging system exe-
cutes the generated viewpoints and paths with advanced lighting and
camera controls to capture high-quality images which can be fed in
real time to any number of defect detection AI models. Such a generic
approach applies to different industrial robot platforms. In this paper,
experimentation results are demonstrated using a Universal Robot
UR5e collaborative robot manipulator equipped with a customized
end-of-arm tool housing a 61MP DSLR camera and 384 independently
controlled LEDs, enabling sharp, repeatable, and safe image capture of
part surfaces.

The proposed framework capitalizes on two algorithmic contribu-
tions of the paper. Our first algorithmic contribution relates to the
challenge of capturing a part’s entire surface from optimal viewpoints
in inspection. Manual selection of the viewpoints to collect data is
time-consuming and imprecise. On the other hand, existing automated
approaches such as identification of flat surfaces using normal vector
data of triangles [13] and geometric feature analysis [14], do not
address self-occlusion, meaning certain areas of the part cannot be
imaged due to obstruction by its own surface. Reinforcement learning
methods [15,16] achieve promising results at the cost of an elevated
computation cost. In this paper, we propose a novel, efficient, and
flexible solution using unsupervised machine learning for viewpoint
generation and 3D model segmentation. Surface-based mesh segmen-
tation, which is increasingly gaining traction in inspection [17,18],
forms the basis of our approach. Established methods like hierar-
chical clustering and hybrid region growth [19,20] face challenges
due to their neglect of camera constraints during segmentation. This
requires a specialized segmentation algorithm that incorporates camera
constraints for quantitative assessment. Our proposed methodology
integrates unsupervised machine learning through K-means clustering
and utilizes the camera’s intrinsic model to determine cluster sizes
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effectively within the Depth of Field (DOF) and Field of View (FOV).
This approach is crucial to achieving the level of coverage and precision
in imaging required for complete and accurate analysis of a part’s
surface. It offers the advantage of applying the same algorithm across
a range of defect sizes by selecting a camera with spatial resolution
approximately one-tenth of the order of magnitude of the defect to be
identified. For instance, to detect a 1 mm defect, a camera model with
a spatial resolution of 0.1 mm would be suitable.

Inspired by [21], our proposed approach utilizes surface point loca-
tions and normal vectors to generate inspection viewpoints, enhancing
the precision and effectiveness of defect identification.

Our second algorithmic contribution addresses the challenge of sys-
tematically determining the number of inspection segments. Methods
such as Elbow, Gap statistic, Silhouette Coefficient, and Canopy [22,23]
aid in determining K in K-means clustering through iterative evaluation
of various metrics. Recent advancements, such as the binning-based
silhouette approach and U-K-means algorithm [24,25], enhance search
efficiency and eliminate initialization requirements. However, these
techniques are tailored for general segmentation problems where the
inter-cluster distance is the primary focus. This paper investigates two
methods, exponential search, and BO, to find the optimal K value
for segmentation based on a quality evaluation index using camera
model metrics. BO, in particular, allows for understanding the K-means
clustering output and helps predict the right K value with minimal
clustering attempts. We present optimal image segmentation with both
methods and compare their time performance.

Collectively, the proposed automated inspection framework offers
an intelligent algorithm for creating planar patches and generating
viewpoints, considering camera constraints. This innovative approach
streamlines the inspection process by minimizing human subjectivity,
reducing setup time for robotic inspections, and lowering computa-
tional costs compared to current methods.

The remainder of the paper is organized as follows. Section 2
provides the methodology of inspection planning from the input of
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Fig. 2. Stages of the proposed automated viewpoint generation framework.
CAD models and camera models to the generation of robot poses.
Subsequently, Section 3 evaluates various geometries of aerospace-
relevant parts based on segmentation efficiency metrics. Section 4
discusses limits of performance and scope for future work. Section 5
concludes the paper.

2. Methodology

2.1. Overall workflow

The proposed process for calculating viewpoints for imaging a part
is delineated in Fig. 2.

The pipeline starts by taking in a surface model in mesh file formats
such as STL and OBJ, along with parameters that describe a camera
model, such as the camera sensor length and width, magnification, and
aperture values. These parameters are used to determine the camera’s
field of view (FOV) and depth of field (DOF). In Step 2, two procedures
are performed. The Pointcloud Resampling procedure transforms the
STL model into a point cloud via Poisson-disk sampling. Then, the
algorithm described in Section 2.2 is employed to obtain segments of
the generated point cloud that fall within the camera’s FOV and DOF.
This process is referred to as Camera-based K-means Segmentation in
Fig. 2.

The number of segments derived is directly related to the cam-
era model described. For example, for a flat surface, the number of
segments derived will be directly proportional to the FOV area and
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does not depend on the DOF value. For a curved surface, the number
of segments is again directly proportional to the field of view but
indirectly proportional to the DOF. This is because, even though we
have enough area in the FOV, we might not be able to fit within the
depth of field. This can be correlated to placing the segment of points
inside a cylinder, with the circular area representing the field of view
and the height of the cylinder representing the depth of field.

Resampling the surface of a mesh file is crucial for three main
reasons. First, it helps eliminate symmetry in points for symmetrical ob-
jects like spheres or cubes, which can lead to singularity during surface
subdivision. Second, resampling addresses issues with the high density
of triangular surfaces around vertices, which can affect segmentation by
indicating differences in point density. Additionally, flat surfaces in STL
file formats often have sparse points, requiring resampling to ensure a
uniform density of points for an accurate representation of the CAD
model’s surface. Lastly, resampling provides control over determining
the point density based on the camera’s FOV requirements, ensuring
there is a minimum number of points needed to form clusters that
fit within the field of view. This minimum point density is indirectly
proportional to the field of view.

Once the part is divided into segments suitable for imaging, the
local geometric properties of each point in the segment are utilized to
calculate the position and orientation of the viewpoint in Step 3. This
involves computing the average of the normal vectors for each point to
obtain the mean normal vector. In addition, the spatial coordinates of
each point are averaged to derive the center point for the segments.
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Fig. 3. Workflow of the proposed segmentation algorithm.

Subsequently, the camera position is determined by displacing the
center point in the direction of the mean normal by a predefined offset
determined by the camera model. The orientation of the principal axis
of the camera is then calculated using the opposite direction of the
mean normal vector.

Step 4 involves optimizing the viewpoint position and orientation to
avoid occlusion by regions of the part itself, as explained in Section 2.4.
The results of occlusion avoidance are shown in the final stage of
Fig. 2. After occlusion avoidance, these viewpoints are ordered and
categorized as explained in Section 2.5 for inspection using a robotic
imaging system.

Finally, the robot is commanded to move to these viewpoints to
capture in-focus images covering the entire surface of the part. These
high-precision images can be fed into the user’s choice of AI defect
detection model for immediate feedback on manufacturing issues and
can be stored locally or remotely for future expert labeling, model
training, and traceability.

2.2. Mesh segmentation algorithm

We build upon the common Lloyd’s algorithm segmentation tech-
nique [26] (commonly referred to as K-means Clustering) and expand
to integrate constraints on part geometry, exponential search, and BO.
Additionally, we incorporate camera parameters including the FOV and
DOF to ensure that the resulting clusters produce well-focused images.
Fig. 3 shows the proposed workflow consisting of two segmentation
stages. The initial stage involves segmenting the part into planar seg-
ments that fall within the camera’s DOF. The subsequent stage consists
of segmenting these planar segments into regions falling within the
FOV.

To perform mesh segmentation using the K-means algorithm, a
collection of data points and a method to find an optimal K value are
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essential. The data points are obtained from the geometric character-
istics of the individual points within the point cloud produced during
the resampling phase. Specifically, these data points are derived from
the coordinates 𝑥𝑖, 𝑦𝑖, 𝑧𝑖, and the unit normals 𝑢′𝑖 , 𝑣

′
𝑖 , 𝑤

′
𝑖 at each point

in the point cloud.
Regarding the quantity of segments, determining K for any given

point cloud segmentation is challenging. We propose exponential search
when the bounds of K are unknown, and BO when such bounds are
known.

To derive the planar segments, a feature matrix is constructed by
normalizing the coordinates 𝑥𝑖, 𝑦𝑖, and 𝑧𝑖 to 𝑥′𝑖 , 𝑦

′
𝑖 , and 𝑧′𝑖 such that each

coordinate falls within the closed interval [−1, 1], a process known as
feature normalization [27]. Eq. (1) shows the process of transformation
for the 𝑥 coordinate. A similar procedure applies to other coordinates.

𝑥′𝑖 = −1 + 2
(

𝑥𝑖 − 𝑥min
𝑥max − 𝑥min

)

(1)

Subsequently, a vector [𝑥′𝑖 𝑦′𝑖 , 𝑧′𝑖 , 𝑢′𝑖 , 𝑣′𝑖 , 𝑤′
𝑖] is constructed for each 𝑖th

point in the point cloud, and these vectors 𝑓𝑖 are stacked to form a 𝑝×6
feature matrix (𝐅𝐃𝐎𝐅) as shown in Eq. (2), where 𝑝 represents the total
number of points:

𝐅𝐃𝐎𝐅 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥′1 𝑦′1 𝑧′1 𝑢′1 𝑣′1 𝑤′
1

𝑥′2 𝑦′2 𝑧′2 𝑢′2 𝑣′2 𝑤′
2

𝑥′3 𝑦′3 𝑧′3 𝑢′3 𝑣′3 𝑤′
3

⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑥′𝑝 𝑦′𝑝 𝑧′𝑝 𝑢′𝑝 𝑣′𝑝 𝑤′

𝑝

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(2)

The next step involves identifying planar segments by applying the
K-means Clustering algorithm [28] to the feature matrix, resulting in
clusters of points. Briefly, the algorithm applied to the feature matrix
(𝐅𝐃𝐎𝐅) has the following process:

1. Initialization of K Centroids:
𝐂 = {𝐜1, 𝐜2,… , 𝐜𝑘}

where 𝐜𝑙 represents the 𝑙th centroid which is initialized by
sampling from 𝑓𝑖.

2. Cluster Assignment: For each vector 𝐟𝑖 in the feature matrix
𝐅𝐃𝐎𝐅, assign it to the nearest centroid:

𝐫𝑖𝑗 =
{

1 if 𝑗 = ar g min𝑙 ‖𝐟𝑖 − 𝐜𝑙‖2

0 otherwise

where 𝐫𝑖𝑗 is an indicator variable representing the assignment of
point 𝐱𝑖 to cluster 𝑗.

3. Centroid Update: Update each centroid by computing the mean
of all points assigned to that centroid:

𝐜𝑗 =
∑𝑛

𝑖=1 𝐫𝑖𝑗 𝐟𝑖
∑𝑛

𝑖=1 𝐫𝑖𝑗
where 𝐜𝑗 is the new centroid of cluster 𝑗.

4. Convergence Check: Repeat Steps 2 and 3 until the centroids no
longer change significantly or a maximum number of iterations
is reached.

At the end of this algorithm, we get points assigned to each of these
centroids 𝐜𝑗 . These cluster of points represents a collection of points
that exhibit geometric similarity, i.e., they are closely positioned and
share the same local normal.

In the case of planar segmentation, the bounds of K are uncer-
tain. Therefore, exponential search [29] is preferred. We start with a
conservative guess for K, often beginning with 1, and then iteratively
adjusting it based on segment evaluation:

1. Initialization: Set the initial upper bound as 𝐾 = 1.
2. Exponential Range Expansion: Double the upper bound until

the segmentation at that value of K produces clusters which
satisfy the evaluation function:

𝑖
𝐾 = 2 for 𝑖 = 0, 1, 2,…
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3. Binary Search in the Found Range: Perform a binary search in
the subarray defined by the range [𝐾∕2, 𝐾].

The principle of exponential search allows for a systematic ex-
ploration of a wide range of K values. Here, the evaluation function
involves verifying whether each point lies within the depth of field of
the camera. This involves utilizing the height of bounding box (ℎ𝑖) of
these points in cluster 𝑖 and comparing with DOF (ℎ𝑖 < 𝐷 𝑂 𝐹 ). Through
this iterative process, the optimal value of K is determined to segment
the point cloud into planar segments (see Fig. 3: left section).

The next step involves subdividing the planar regions into image-
able segments (Fig. 3: right section). This subdivision is achieved by
employing the K-means clustering algorithm on the feature matrix
consisting of non-normalized coordinate points [𝑥𝑖 𝑦𝑖 𝑧𝑖]:

𝐅𝐅𝐎𝐕 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥1 𝑦1 𝑧1
𝑥2 𝑦2 𝑧2
𝑥3 𝑦3 𝑧3
⋮ ⋮ ⋮
𝑥𝑝 𝑦𝑝 𝑧𝑝

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(3)

This 𝑝 by 3 matrix is used to obtain segments of points, where each
segment represents a collection of points that are closest in terms of
Euclidean distance only. The normal components of individual points
are ignored in this feature matrix as the planar segments derived
contain points with similar normals.

For the imageable region segmentation, a conservative guess of op-
timal K value’s bounds can be determined. Therefore, BO is preferred,
which will be detailed in Section 2.3. The optimal K value determined
through this method ensures that all the points are within a radius equal
to the least dimension of the camera field of view. As a result, every
planar segment is subdivided into image-able sub-regions.

The output of the overall procedure is a set of imageable point
clusters. The checks ensure that the cluster’s curvature is within the
bounds of the depth of field and that its surface area projected onto
the imaging plane lies within the camera’s FOV.

2.3. Optimal search of imageable point clusters with BO

To efficiently segment a part into the optimal K number of partitions
that satisfy the FOV and DOF requirements of the camera, one must
minimize the number of evaluations of different K values. This is
because it becomes extremely expensive to assess the field of view
requirements at large K values. While the exponential search is on the
modest time order of [(log 𝑛)], the real expense comes from gener-
ating the partitions using the K-means algorithm. At a high number
of partitions, the computations needed to segment the part are quite
intense, and an additional time load will arise from evaluating each
partition against the FOV requirements. Thus, at large K values, many
partitions, each containing many individual points, get evaluated for
each iteration of K. The calculation time scales quickly, making the
segmentation of large parts extremely slow.

One way to minimize the number of calls to the K-means algorithm
and subsequent FOV evaluations is to quantify how close the segmenta-
tion for each K-value is to an optimal segmentation, and then to use this
quantification to inform future K selections. This can be accomplished
by a cost function that can be evaluated at all K values, designed such
that the minimum value of the cost is at the optimal K. If the shape
of the cost could be predicted from prior K-value evaluations of the
cost function, then future evaluations of the cost function could be
focused around the estimated minima. BO is well-suited to optimizing
such costly to evaluate, black box cost function. Next, we elaborate
the cost function design in Section 2.3.1, and then the setup of BO for
segmentation is explained in Section 2.3.2.
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Fig. 4. Segmentation of a planar segment: (a) all the clusters of an example shape
satisfying the field of view condition; (b) an individual cluster with all points within
the field of view.

2.3.1. Cost function selection
The optimal segmentation occurs when all points within each parti-

tion are confined to the camera’s field of view (FOV) while minimizing
the number of clusters, K. Fig. 4a illustrates an example where a shape
is segmented into multiple clusters that satisfy the FOV constraint.
Fig. 4b highlights one such cluster, where the FOV is represented by
the white circle and the green points indicate the cluster’s observed
data points. The objective is to design a cost function that is convex,
with its minimum corresponding to the optimal K value. By ensuring
that the cost function is convex, Bayesian Optimization (BO) can be
effectively utilized to find this optimal K by sparsely sampling different
cluster partitions.

Bounding-box-based cost function. Consider first a simple-to-evaluate
convex cost function using the concept of a bounding box (BB), where
the constructed BB around the points provides the length and width
of the area occupied by the points. For instance, consider a given FOV
with diameter and area (𝑎𝑟𝑒𝑎𝐹 𝑂 𝑉 ), as shown in Fig. 5a. An 𝑖th cluster
is depicted in Fig. 5b. We use the area of the green dotted rectangle BB
in Fig. 5c for the points that satisfy the FOV condition (green points) as
𝑎𝑟𝑒𝑎(𝑖)𝑖𝑛. Additionally, the area of the black rectangle BB for all points
(red and green points) in Fig. 5c is referred to as 𝑎𝑟𝑒𝑎(𝑖)𝑜𝑢𝑡. Integrating
all the above, the proposed bounding-box cost function is:

Cost =
𝑛
∑

𝑖=1

[

𝑎𝑟𝑒𝑎(𝑖)𝑜𝑢𝑡 + 𝑎𝑟𝑒𝑎𝐹 𝑂 𝑉 − 2 × 𝑎𝑟𝑒𝑎(𝑖)𝑖𝑛
]

which penalizes both the area of the region not satisfying the condition
and the unoccupied region.

This cost function above performed very well with certain shapes
and provides a good starting performance. To evaluate the performance
of the cost function, we compute the cost function’s minima and the
percentage of points not meeting the FOV, hereby referred to as the
constraint violation (CV). The cost function for segmentation was tested
on common planar shapes with a ratio of the shape’s area to the FOV’s
area equal to 40. The FOV’s shape was taken as a circle due to the cam-
era placement requirement. The outcomes were that on planar shapes
like hexagon and decagon the CV was 1% and 3% at the predicted
minimum point, both fairly good. Whereas for a square and triangle
the CV was 4% and 12% at the predicted minimum point, which
was not acceptable. The variability is due to certain shapes producing
highly angular segments which negatively affect our rectangular cost
assignment’s accuracy, as shown in Fig. 6, Another problem analyzed
with this cost function is that the minimum value for none of the shapes
reached a CV of 0%, which was because the area of the unoccupied
region in the field of view and area of the region outside the field of
view were weighted equally.

Point-based cost function. With the developed understanding of the
relationship between shapes and clustering, we now design the full
cost function 𝑓 (𝑥) for implementation. Firstly, we enhanced the cost
calculation for points outside the field of view (FOV) by incorporating
three parameters: the number of points inside the FOV for the 𝑖th



A. Nandagopal et al. Journal of Manufacturing Processes 134 (2025) 146–157 
Fig. 5. Elements considered in the cost function calculation for a cluster of points after segmentation: (a) representation of the field of view and the diameter used for cost
calculation; (b) points colored green and red based on the field of view condition; (c) two bounding boxes drawn for cost calculation. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Comparison of two cost functions for different values of K in K-means segmentation of a triangle-shaped planar patch. The bounding-box-based cost function is represented
as cost 1 and the point-based cost function is represented as cost 2.
cluster (#𝑝𝑜𝑖𝑛𝑡𝑠(𝑖)𝑖𝑛), the number of points not meeting the condition
(#𝑝𝑜𝑖𝑛𝑡𝑠(𝑖)𝑜𝑢𝑡), and 𝑛, representing the total number of clusters. The
proposed constraint violation percentage (CV) is:

𝐶 𝑉 = 1
𝑛

𝑛
∑

𝑖=1

#𝑝𝑜𝑖𝑛𝑡𝑠(𝑖)𝑜𝑢𝑡
#𝑝𝑜𝑖𝑛𝑡𝑠(𝑖)𝑖𝑛 + #𝑝𝑜𝑖𝑛𝑡𝑠𝑜𝑢𝑡

(4)

The efficiency of points being packed inside FOV is derived from using
𝑀 𝑎𝑥#𝑝𝑜𝑖𝑛𝑡𝑠𝑖𝑛, the max number of points that can be fit within it
(calculated using the point density). This term is defined as the packing
efficiency (PE) and is calculated via:

𝑃 𝐸 = 1
𝑛

𝑛
∑

𝑖=1

#𝑝𝑜𝑖𝑛𝑡𝑠(𝑖)𝑖𝑛
𝑀 𝑎𝑥#𝑝𝑜𝑖𝑛𝑡𝑠𝑖𝑛

(5)

The second design consideration is to change the equal weighting
between CV and PE. This can give more importance to the constraint
(CV) in a form such as:

𝑓 (𝐾) = 𝜆 × 𝐶 𝑉 + 𝜙 × ( 1
𝑃 𝐸 )𝛽 (6)

where 𝜆, 𝛽, and 𝜙 are positive numbers.
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To not have the packing efficiency influence the calculation until
the constraint is met, the 𝜙 term can be set as 0, which makes the
cost purely proportional to the constraint violation until the constraint
is met. Once the constraint is satisfied, the CV term automatically
becomes zero and the packing efficiency comes into effect. To make
the first point which attains the CV as 0% we check if any of the points
of the cluster lies on the FOV limits and set a value of 𝜙 zero for that
case alone:

𝜙 =

{

0, if CV ≥ 0.001
1, if CV < 0.001

(7)

For the specification of circular FOV and polygonal planar shape, we
identified 𝜆 equal to 100, and the 𝛽 equal to 2 generated good results.
For a triangle, this cost function produced 0% CV at the minimum value
and also the highest packing efficiency when satisfying the constraint.
Moreover, this cost function worked with similar accuracy on the
square, hexagon, and decagon planar segments as well.
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2.3.2. Bayesian optimization
With the developed cost function, we now apply BO (see, e.g., [30,

31]), a surrogate-model-based approach to find the optima of the cost
𝑓 (𝐾). BO is particularly suitable here as our cost function does not
have a closed-form solution and is expensive to evaluate. Briefly, BO
is an iterative process, using samples of the cost function to calculate
 surrogate model, and then selecting the next sample point as the

location with the highest probability of finding a new minimum as
given by an acquisition function. To perform a BO for the segmentation
problem, the surrogate model and type of acquisition function need to
be selected from a wide range of options [32]. Additionally, we need
o determine parameters that affect the quality of the output, such as

the width of the search space and the maximum number of iterations.
The surrogate model utilized for this problem was the Gaussian

Process (GP). It was selected due to its popularity to represent non-
linear relationships and its success with various use cases [30]. A GP,
enoted as

𝑓 ∗(𝐾) ∼ GP(𝜇(𝐾), 𝐶 𝑜𝑣(𝐾 , 𝐾 ′)) (8)

is a function of distributions. For every input value K, it gives the mean
and variance of a normal distribution. The input for the GP is the prior
mean 𝜇(𝐾) and covariance 𝐶 𝑜𝑣(𝐾 , 𝐾 ′). For the segmentation problem,
the prior mean at the start can be taken as zero as the cost function does
not have an analytic solution. Furthermore, the covariance function is
taken as the standard squared exponential function as the designed cost
function is smooth. The equation for the Covariance function for given
two arbitrary K values (𝐾𝑖, 𝐾𝑗) within the search bounds is:

𝐶 𝑜𝑣(𝐾𝑖, 𝐾𝑗 ) = exp(−
‖

‖

‖

𝐾𝑖 −𝐾𝑗
‖

‖

‖

2

2𝓁2
) (9)

Here, the hyper-parameter 𝓁 controls the width of the covariance
function, which in turn determines the smoothness of the surrogate
model. The 𝓁 value is tuned based on the magnitude of the cost function
search bounds to ensure appropriate smoothness.

As BO explores different values of K for the cost function, the GP
surrogate model 𝑓 ∗(𝐾) is updated using Gaussian Process Regression
(GPR). When a new K value 𝐾𝑛 is sampled and the corresponding cost
value 𝑓 (𝐾𝑛) is found, the entire GP is updated by taking into account all
the K values evaluated, 𝐊𝟏∶𝐧 = {𝐾1, 𝐾2,… , 𝐾𝑛}, and the corresponding
cost function observations 𝐟𝟏∶𝐧 = {𝑓 (𝐾1), 𝑓 (𝐾2),… , 𝑓 (𝐾𝑛)}. The pos-
terior mean and variance that define the updated GP 𝑓 ∗

𝑛+1(𝐾) for an
arbitrary point K in search bounds are found using Eqs. (10) and (11),
respectively:

𝜇(𝐊|𝐊𝟏∶𝐧, 𝐟𝟏∶𝐧) = 𝐂𝐨𝐯∗𝑇𝐂𝐨𝐯−1𝐟𝟏∶𝐧 (10)
2(𝐊|𝐊𝟏∶𝐧, 𝐟𝟏∶𝐧) = 𝐂𝐨𝐯(𝐊,𝐊) − 𝐂𝐨𝐯∗𝑇𝐂𝐨𝐯−1𝐂𝐨𝐯∗𝑇 (11)

The 𝐂𝐨𝐯∗ = 𝐂𝐨𝐯(𝐊,𝐊𝟏∶𝐧) is the covariance between the test point and
he sampled points, and 𝐂𝐨𝐯 is the covariance of the sampled points

(𝐊𝟏∶𝐧). In practice, 𝐊 is a vector of evenly spaced points across the
whole domain such that the acquisition function has a GP surrogate
of the entire cost function. For the derivation and further discussion,
readers are referred to [33].

Because the cost function is expensive to evaluate, there is a need
o carefully select the next observation point, 𝐾𝑛+1, such that the

potential information gain is maximized. This is the purpose of an
cquisition function, 𝛼(𝐾). Crucially, 𝛼(𝐾) is calculated using the GP

𝑓 ∗
𝑛+1(𝐾). There are many acquisition functions, but they all balance
he trade-off between exploration and exploitation. The exploration
efers to evaluating areas with high uncertainty and the exploitation
or evaluating areas near previously sampled low-cost values. In this
ork, the celebrated Expected Improvement (EI) [34] function is used.
I at an arbitrary K value is obtained by comparing the minimum value
f all the cost functions evaluated in the previous 𝑛 iterations 𝑓 (𝐾𝑚𝑖𝑛)
nd the GP evaluated at 𝑓 ∗

𝑛+1(𝐾). The formulation of the EI is:
𝐸 𝐼 ∗
𝛼𝑛 (𝐾𝑖) = E[max{0, 𝑓 (𝐾𝑚𝑖𝑛) − 𝑓𝑛+1(𝐾)}] (12)
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The EI accounts for both the likelihood that sampling at 𝐾𝑛+1 will
eturn a new minimum and the potential magnitude of that improve-
ent in the surrogate model, making it a balanced acquisition function

nd one well-suited for our needs. After evaluating, the next point is:
𝐾𝑛+1 = argmax𝐾 (𝛼𝐸 𝐼𝑛 (𝐾𝑛)) (13)

In the formulation of the GP, it is assumed that the cost function can
e evaluated at any rational K value in the search bounds. However,
he cost function for segmentation is only defined for integer values

as the K-means algorithm only works for positive integer inputs. To
overcome this, there are three primary methods of adapting the BO to
a discrete space as identified in [32]. The naive approach simply rounds
the maximum of the acquisition function to the nearest integer before
evaluating the cost. This often leads to repeatedly sampling the same
point depending on the size of the domain, though research has shown
that careful selection of hyperparameters can limit resampling [35]. A
second approach is to round inside the covariance matrix. This creates a
step-function-like surrogate and acquisition function, which can be dif-
ficult to maximize depending on the method. The third method rounds
only in the wrapper evaluating the cost (i.e., sample at an integer,
but record observation with non-integer value from acquisition). This
method is applied in our work. While a simple method, rounding inside
the cost wrapper yields impressive results that regularly outperform
ther discrete surrogate methods [36]. Indeed, while not intended for

discrete domains, BO has been applied to a wide variety of discrete
situations with minimal effect on performance [37,38]. The complete

O algorithm is shown by Algorithm 1.
The total number of iterations, 𝑁 , can be set in a variety of ways

based on time or computational resources available. In our case, 𝑁 was
determined based on the size of the cost function search bounds.

Algorithm 1 BO for 𝑁 total cost function evaluations
1: Take 𝑛0 initial samples of 𝑓 (𝐾).
2: Calculate 𝑓 ∗

𝑛 (𝐾) using initial samples.
3: Set 𝑛 = 𝑛0.
4: while 𝑛 ≤ 𝑁 do
5: Compute EI acquisition function, 𝛼𝐸 𝐼𝑛 (𝐾) using 𝑓 ∗

𝑛 (𝐾).
6: Determine K value using argmax𝐾 (𝛼𝐸 𝐼𝑛 (𝐾)).
7: Round K value to nearest integer 𝐾𝑛𝑟𝑜𝑢𝑛𝑑 and evaluate 𝑓 (𝐾𝑛𝑟𝑜𝑢𝑛𝑑 ).
8: Store K value and 𝑓 (𝐾𝑛𝑟𝑜𝑢𝑛𝑑 ) to all evaluated samples.
9: With GPR, calculate 𝑓 ∗

𝑛+1(𝐾).
0: Set 𝑛 = 𝑛 + 1.
1: end while
2: Return location of minimum value of all cost function evaluation.

For the bounds of K, we set the starting point 𝐾min as:

𝐾min =
Length of BB

Diameter of FOV (14)

The rationale behind selecting this 𝐾min value is that it is impossible to
have the value of K for the planar segment subdivision less than this
number. For the upper bound the K value is set as 3 times the 𝐾min
value. Some exceptions to the utilized bounds were when the ‘‘length
to width’’ ratio of the bounding box of the shape to be segmented was
extremely large.

2.3.3. Usage
The derived cost function is utilized as the function to be minimized

sing the BO function [39] to find the minimum point location. The
ounds for the K values are passed to the BO process and the optimal
alue of K is derived. This work has been made available online1.

1 https://github.com/macs-lab/InspectionMLviewpointGen.git

https://github.com/macs-lab/InspectionMLviewpointGen.git
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Fig. 7. Illustration of the occlusion avoidance feature with V representing the occluded
viewpoint and V* representing the optimized viewpoint.

2.4. Occlusion avoidance

For each formed cluster of points across the surface, we can now
form a viewpoint. To do so, we project a point from the center of
the cluster by the focal distance of the camera in the direction of the
average normal of the set of points. For convex surfaces, the resulting
viewpoint will properly capture the desired surface area within the
camera’s field of view and depth of field; however, projecting view-
points from concave surfaces can often lead to perspectives occluded
by other facets of the part. To bypass these occlusions, a novel method
of viewpoint adjustment using ray casting was developed. More specif-
ically, we test each projected viewpoint for occlusion by casting a ray
from the viewpoint to each surface point in its corresponding cluster.
If the distance traveled by any of the rays does not match the distance
from the viewpoint to the surface point within a certain tolerance 𝜖,
the viewpoint is considered to be occluded, and a new viewpoint must
be selected.

For example, in Fig. 7, the origin of the cluster 𝑜𝑐 is considered as a
pivot point for the original viewpoint, 𝑣. New candidate viewpoints are
progressively generated and tested within the spherical cap defined by
angle 𝜃max from the 𝑧-axis of 𝑜𝑐 . To optimize computational efficiency
and bias the choice of optimal viewpoint 𝑣 ∗ towards 𝑣, the search
domain is swept by progressively increasing 𝜃 from the apex of the cap
and testing points sampled uniformly along and in proportion to the
circumference of the circle to maintain a uniform distribution of points
across the search domain. Once a search of the circle defined by theta
results in a set of viable viewpoints, 𝑣 ∗ is selected from the group
to minimize the variance of distances traveled by the rays cast. This
ensures that all points in the cluster are as equidistant to the camera as
possible, maximizing the likelihood of a well-focused image.

2.5. Viewpoint clustering and traversal

Viewpoints generated for any given part can be categorized into six
regions: top, bottom, left, right, front, and back. However, challenges
may arise with larger parts, particularly in accessing certain regions,
such as the bottom, especially when the part is positioned on a fixture.
In such cases, accessing the viewpoints in the bottom region becomes
impractical. To overcome this limitation and ensure comprehensive
coverage of all regions, a solution involves implementing a rotatable
fixture. This fixture allows inspection of one region at a time, for
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example, imaging the front region initially, followed by rotating the
fixture to enable sequential imaging of other facets.

To efficiently facilitate the automatic clustering of viewpoints, this
paper utilizes another layer of K-means clustering. With the precise
number of regions known (i.e., six regions), the value for K is speci-
fied as 6. The input data points for the K-means algorithm comprise
the position and normal vectors of the generated viewpoints for the
part. This approach enables effective clustering of viewpoints based
on their respective regions. Moreover, if interest lies solely in imaging
four regions, the value of K can be adjusted accordingly to 4. This
methodology enhances the adaptability of imaging these viewpoints
without constraints on the robot being used.

For traversing the viewpoints within a particular region, a system-
atic approach is adopted. The points are sorted from the bottom to the
top, ensuring a structured progression. In cases where points possess
similar heights from the bottom, the leftmost point is prioritized. This
selection criterion facilitates smoother transitions for the robot as it
moves from one viewpoint to another within the region. By prioritizing
the leftmost point in such scenarios, the traversal process becomes more
organized and streamlined, contributing to efficient robotic inspection
planning.

The primary objective of the proposed solution in this Section is
to ensure that the robot can visit the generated viewpoints to capture
images and evaluate image quality and surface coverage when tested
across various robots. While viewpoint traversal and trajectory opti-
mization are significant research areas, they are not the central focus
of this study.

3. Results

3.1. Mesh segmentation algorithm for different geometries

A qualitative analysis of the segmentation algorithm was conducted
to evaluate its performance across various geometries. As this work
is one of the first solutions addressing the need for automated flexi-
ble robotic path planning with 100% coverage, there were no estab-
lished open-source benchmarking solutions for this specific problem.
Therefore, the geometries selected for evaluating the algorithm were
carefully curated to serve as a future benchmark. Additionally, the
proposed algorithm1 is shared in this paper for easier referencing in
future research. These geometries were derived using various methods,
including TinkerCAD for some shapes and public sources like GrabCAD
for others, to ensure comprehensive viewpoint generation testing. The
machine used to compute these results is equipped with an AMD Ryzen
9 5900X 12-Core Processor @ 2.80 GHz, a Graphics Card of Nvidia
RTX3060Ti, and 32 GB of RAM. To maintain consistency, the surface
area of all these meshes was kept within 10% of 2400 square millime-
ters. Additionally, the area of the image captured was set to 133 square
millimeters. These parameters were chosen to minimize runtime while
ensuring comprehensive testing across diverse shapes. The approach
used for the FOV search for these shapes was exponential search as the
number of segments required to divide the planar region was small.
The objective was to assess the algorithm’s adaptability to different
geometries, with the understanding that it could be easily extended to
larger parts by adjusting the image capture area accordingly.

The camera parameters remained constant for all parts, with the
following values:

• Sensor width = 35.70 mm.
• Sensor height = 23.80 mm.
• Sensor width = 9504 px.
• Sensor height = 6336 px.
• Magnification = 1:3.
• ROI Pixels = 1200 px × 1200 px.
• ROI Area = 11.54 mm × 11.54 mm.
• Depth of field = 4 mm.
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Table 1
Qualitative analysis of segmentation algorithm on benchmark geometries.

Index Shape Name ̄𝑃 𝐸 # VP Time
(secs)

a Wing 0.556 44 11

b Cylinder 0.54 49 11.5

c Ring 0.48 55 11.7

d Bulkhead 0.47 59 14.3

e Sphere 0.41 60 17

f T-stiffener 0.35 76 24

• Segment FOV circular diameter = 11.54 mm.
• Spatial resolution = 10 μm.
• Minimum defect size detectable = 100 μm.

The study includes both convex and concave shape categories preva-
lent in the aerospace industry. Concave shapes, which often combine
concave and convex features, were more represented, posing a chal-
lenge for the proposed segmentation algorithm. Convex examples are
detailed in Tables 1b and 1e, while concave shapes are outlined in
Tables 1a, 1c, 1d, and 1f. Notably, Table 1f illustrates a T-stiffener,
Table 1a depicts an airfoil-shaped wing, and Table 1d resembles a
bulkhead.

These shapes were selected because they represent essential com-
ponents of aircraft. For instance, the T-stiffener provides structural
support, the airfoil-shaped wing generates lift, and the bulkhead parti-
tions the interior space of the aircraft. Other shapes such as the ring,
sphere, and cylinder are included for their representative features like
flat regions, constant curvature, and hollow regions. These specific
shapes were selected to showcase the diverse and crucial functions
encountered in the field.

The segmentation process achieved full coverage for all shapes, en-
suring every part was successfully segmented. Subsequently, viewpoints
were generated from these segments, and occlusion avoidance was
performed to adjust for any facets blocking the projected viewpoint.
Table 1 presents the detailed results, including the number of generated
viewpoints and the time taken. These metrics such as coverage, time
taken for viewpoint generation, and the number of viewpoints were
captured to provide a framework for future evaluations in this field.

3.2. Efficiency of clustering

The packing efficiency metric in Table 1 offers insight into the
segmentation effectiveness for each shape. It is observed that parts with
extensive flat surfaces, such as the wing and the cylinder, achieve effi-
ciencies surpassing 0.5. Conversely, shapes with pronounced curvature,
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such as spheres, rings, and bulkheads, demonstrate packing efficiencies
ranging from 0.4 to 0.5. Notably, the T-stiffener case experiences a
notable drop in efficiency, primarily due to the formation of planar
segments on thin faces that prevent efficient packing of surface points
within the circular field of view.

Efficiency serves as a dependable indicator not only of segmenta-
tion performance but also of the time required for segmentation and
the number of viewpoints required for complete coverage. Parts with
lower efficiency demand a greater number of viewpoints for thorough
coverage, while those with higher efficiency require fewer viewpoints
to achieve equivalent coverage. This correlation highlights the practical
importance of efficiency in benchmarking various methods developed
in the future.

3.3. Bayesian optimization to find k for different planar segments

Planar segments generally manifest in one of the many common
polygons. The efficiency of the BO for the search for minimum viable
K is initially tested on a triangle. The cost function generated from a
triangle shape with an area of 12662 mm2 and a camera with a field
of view area of 290 mm2 is shown in Fig. 8. The range space for the
BO was set from 1 to 120 (c.f. Section 2.3.2). The parameters of the
number of iterations were set to 6. Fig. 8 depicts how the Gaussian
Process can predict the minimum K value which is 71 with 6 iterations.
Here it uses 3 data points to construct the prior and then uses the
acquisition function to predict the minimum value over 3 iterations.
This method proved to be faster than an exponential search in which
to predict the upper bound (124) would have taken 8 iterations and
then a binary search between 64 and 124 to find a K value equal to
71 would have taken 6 iterations. Therefore, 8 iteration searches were
reduced due to Bayesian optimization. We can also see that the mean
from the Gaussian Process was able to track the real curve accurately.

This method was extended to different shapes of different sizes
and it was found to predict the minimum point with a maximum of
9 number of iterations to reach the minimum. An exhaustive list of
shapes was evaluated and the number of iterations taken to reach the
minimum is shown in Table 2. The BO extended well to other shapes
with a very small acceptable tolerance of less than 0.25% constraint
violation, which is insignificant when compared to the area these
violated points contributed.

To validate the performance of the BO search method with the
exponential search the following shapes evaluated previously were
re-evaluated using the exponential search method. The number of
iterations is compared in Table 2.

From our testing, the BO consistently outperformed the exponential
search for the fewest evaluations of the field of view check. The gap
between BO and exponential search only widens for larger search
ranges. For example, when the K bound is found in between 𝐾 = 256
and 𝐾 = 512 the number of iteration scales to 18(=10+𝑙 𝑜𝑔(256)). In
the same case when evaluated using the BO, the number of iterations
remained equivalent to the case where K was less, by having only 7
iterations to reach the minimum.

3.4. Optimal k value search method time comparison

In the conducted study a sphere was utilized as the test subject to
evaluate the performance of exponential search and BO methods in
determining the optimal K value. The sphere’s area was maintained at
2400 square millimeters, while the area of the FOV varied between 3
and 290 square millimeters, corresponding to the number of clusters
ranging from 195 to 1 for each flat region. BO was configured with a
fixed number of iterations set to 4, employing a search range spanning
from the minimum K value (𝐾min) to three times 𝐾min. Conversely, the
exponential search initiated its search from 𝐾min.

The data obtained from this study is shown in Fig. 9. The analysis
revealed a notable performance distinction between the two meth-
ods. Notably, the exponential search outperformed BO for K values
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Fig. 8. Predicted cost function surrogate model after 6 K value observation shown against true cost function.
Table 2
Performance evaluation of Bayesian optimization across a variety of test shapes.

Shape Area of
Region
(mm2)

Field of View
(mm2)

CV % BO
Iterations

Exp Search
Iterations

Triangle 53 865 290 0.01 5 18
Hexagon 53 865 1161 0.220 8 14
Decagon 11 317 290 0.19 9 13
Square 400 10.7 0.22 8 12
Fig. 9. Time comparison between exponential search and Bayesian optimization for determining the optimal K value on a sphere, with an increasing number of clusters per flat
region.
within the range of 1 to 5, primarily due to consistent iteration counts
across both approaches. However, beyond this range, BO demonstrated
superior efficacy. Particularly, as the optimal K value increased to
195, the time disparity between the two methods approached approx-
imately 100 s. This underscores the increasing efficiency of the BO
algorithm with higher K values, rendering it particularly advantageous
for identifying K values in larger surface area parts.

3.5. Imaging a part

A 3D-printed hollow cylinder with a diameter of 75 mm and a
height of 50 mm served as the test subject for actual viewpoint traver-
sal and inspection. The viewpoints were generated using the same
155 
algorithm and then followed by using the proposed robotic imaging
system. The part was randomly marked to simulate defects, and after in-
spection, detailed images of these markings were identified, indicating
complete coverage of the part’s surface. Fig. 10 showcases the quality
and ability to capture defects at various regions of the part.

Fig. 10(a) demonstrates the system’s capability to capture defects
on the outside surface, while Fig. 10(b) illustrates defect capture on
the edge. Fig. 10(c) highlights the system’s ability to detect defects on
the inside surface. These results collectively affirm the efficacy of the
proposed method and underscore its feasibility for deployment.
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Fig. 10. Images of a hollow cylinder taken using the inspection plan generated from the proposed algorithm. Simulated defects are visible at a spatial precision sufficient for
detection by AI.
3.6. Comparison with manual robotic inspection setup

The proposed segmentation algorithm represents a significant ad-
vancement in setup time compared to current automated inspection
solutions, which typically involve teaching robots to move to specific
locations in space based on required images. With traditional methods,
setup time increases linearly as the number of imaging regions grows,
and segmentation becomes challenging for parts with highly complex
surface profiles or large sizes. Additionally, scaling such technology is
difficult, as it requires teaching the robot for each new setup, leading
to potential errors. However, the segmentation algorithm addresses
these challenges by streamlining the inspection process. It eliminates
the need for manual teaching, thereby reducing setup time significantly
and making segmentation feasible for complex parts. By automating the
segmentation process, it enhances scalability and reduces the likelihood
of errors associated with manual intervention. Overall, the segmen-
tation algorithm offers a more efficient and reliable solution for part
inspection compared to traditional methods.

4. Limitation and future work

4.1. Limitations

Even though the field of mesh segmentation is vast and many
solutions exist for different applications, when the general surface
inspection problem is considered, it is difficult to arrive at a univer-
sal solution. This problem can be compared to the automated spray-
painting problem where the goal is to derive waypoints and a path
for optimal paint layer covering of any given CAD model [40]. Both
these problems are limited by the same factors — there are countless
possibilities for requirements of a generic surface inspection, and in all
cases, any algorithm should be suitably modified to suit the geometrical
constraints posed by the subject under inspection.

With regard to the proposed algorithm, there are a few known
limitations. K-means is a non-deterministic algorithm — applying this
process to the same object multiple times would result in different seg-
ments. This means that it is also possible that the algorithm will settle
at a local minimum in terms of the final clusters. To circumvent this,
as part of the procedure, this segmentation can be applied to any new
part in question until a satisfactory clustering is obtained, and these
viewpoints are reused for all subsequent parts of the same geometry.
This implies iterating through the segmentation process a couple of
times to see if the segmentation efficiency increases drastically, else
we are already at the optimal K value.

Another limitation is the ability to deal with small edges as in the
case of the T-stiffener, where the packing efficiency falls significantly
short because it requires a K value of 23 to arrive at a case where the
edges are individual planar patches. This leads to an unnecessarily high
number of planar regions to be subdivided.
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4.2. Future work

A few aspects of the algorithm have room for improvement. Firstly
the nature of repetitive segmentation to avoid local minimum can
avoided by using K-means ++ method of initialization which selects
initial clusters based on empirical probability distribution which helps
in overcoming scenarios with segmentation settling at a local minimum.
Secondly, small edges are challenging to inspect. We can improve the
capability by using methods such as region-growing algorithms where
the part’s normals and curvature are used to identify and remove the
edges and segment the part into individual faces. Once these faces are
determined we can run the existing algorithm on the derived faces
which could lead to better segmentation efficiency. Also, modern deep
learning techniques could be explored to train a neural network to
segment parts that satisfy the camera parameters.

Continued research and development in these areas hold the poten-
tial to advance flexible surface inspection methodologies and contribute
to more accurate and efficient defect detection processes.

5. Conclusion

This paper presents an agile surface inspection framework that
leverages unsupervised machine learning for viewpoint generation and
path planning tailored for aerospace-grade components. The proposed
approach allows the aerospace industry to deploy a single robotic
system for inspecting a variety of parts, significantly reducing the
high costs associated with expert robot programming and prototyping.
Unlike existing camera and surface model-based methods, our algo-
rithm achieves complete coverage (100%) of complex parts, such as
bulkheads, by employing unsupervised machine learning in conjunction
with a ray-tracing viewpoint placement strategy. The framework scales
effectively with part geometry, demonstrating up to a five-fold speed
improvement over traditional exponential search methods due to its
integration of Bayesian Optimization.

Validation of the framework was performed using a robotic inspec-
tion cell and complex, curved geometries of varying sizes. The results
confirm the framework’s versatility across a broad spectrum of shapes
and its efficiency in detecting defects based on surface models and
camera parameters. Future research will focus on enhancing the point
cloud pre-processing step through a region growth algorithm to further
optimize the packing efficiency for parts with thin edges.
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